The intent of this project is to create a catalog of gestures for remotely controlling dynamic architectural space. This research takes an essential first step toward facilitating the field of architecture in playing a role in developing an agenda for control. The process of the project includes a sequence carried out in four stages: 1) research of gestural control; 2) creating an initial catalog of spatial architectural gestures; 3) real-world testing and evaluation; and 4) refining the spatial architectural gestures. In creating a vocabulary for controlling dynamic architectural environments, the research builds upon the current state-of-the-art of gestural control, which exists in integrated touch- and gesture-based languages of mobile and media interfaces. The next step was to outline architecturally specific dynamic situational activities as a means to explicitly understand the potential to build gestural control into systems that make up architectural space. A proposed vocabulary was then built upon the cross-referenced validity of existing intuitive gestural languages as applied to architectural situations. The proposed gestural vocabulary was then tested against user-generated gestures in the following areas: frequency of “invention,” learnability, memorability, performability, efficiency, and opportunity for error. The means of testing was carried out through a test-cell environment with numerous kinetic architectural elements and a Microsoft Kinect sensor to track gestures of the test subjects. We conclude that the manipulation of physical building components and physical space itself is more suited to gestural physical manipulation by its users than to control via device, speech, cognition, or other. In the future it will be possible, if not commonplace, to embed architecture with interfaces to allow users to interact with their environments, and we believe that gestural language is the most powerful means of control because it enables real physical interactions.
1 MOTIVATIONS

The motivation for this research is to serve as somewhat of an "intervention" to the current profusion of exploration in robotic and interactive architecture, in terms of application design and prototyping as well as full-scale exhibits. As architectural scenarios move beyond direct sensing and response conditions, we are confronted by the need for more natural and direct means of control. Many in the architectural profession have begun to study and learn from interactive media precedents and use the technologies employed for controlling interactive digital environments. Currently, the field of architecture is adopting control strategies that may or may not be applicable to larger-scale architectural applications. While a building or facade or environment may be an interface, it is not a device. Furthermore, while a two-year-old may be able to open an application on a phone, what strategy would he use to open a skylight window in a facade? The gestural language for architectural control simply has not been developed.

While this paper uses technology as a means to explore the problem via a test-cell with a hacked Microsoft Kinect sensor, it is important to state up front that this paper is by no means about the technology used as a means to explore the problem of a lack of gestural vocabulary. We are not the first to use this technology, and we optimistically hypothesize that in a few years many in the architectural profession will be exploring the potential of gestural control. This research could in fact be carried out by any number of technological strategies used to test gestures at an architectural scale. The motivation of "intervention" is rather to establish a framework for future explorations, which consequently forced us to confront a number of questions surrounding gestural control in architecture, including: (1) what specifically the profession of architecture should usurp and modify in terms of gestural vocabularies already used for interaction; (2) why the profession would need a vocabulary; and (3) why the profession should even pursue gestural control as opposed to remote device control, speech recognition, cognitive or other control.

2 THE STATE OF THE ART

Initially, the research builds upon the current state-of-the-art of gestural control, which exists in integrated touch- and gesture-based languages of mobile and media interfaces. Much of the software being developed in interface design is centered on managing vast amounts of information, while little has been explored in terms of controlling objects in space. Technologies that allow users new means to control and interact with digital information can be broken down into three general categories: touch and multouch, gesture, and cognitive control. To date, there are many touch and multouch interfaces, gesture interfaces are still in their infancy with regard to architectural applications, and direct cognitive controls reside on the developmental horizon but show fascinating promise.

2.1 Previous Research

The research used as a launching point for this project consists mostly of studies in three categories: (1) experiments in scale and accuracy of gestural recognition using a hacked Microsoft Kinect; (2) the automated creation of gestural libraries and consequent categorization of gestures; and (3) testing of various gestural languages among user groups to evaluate learnability and overall success rate of the vocabulary.

2.2 Emergence of Ubiquitous Gesture-Controlled Technology

The growing emphasis on using space to organize information in current interface design will begin to evolve into interfaces that are more integrated with their immediate surroundings. New technologies, specifically tied to touch-based, gesture-based, and cognitive control, are beginning to see increased use in mobile devices, online interfaces, video game consoles, and environmental displays. New relationships are emerging between interfaces and users as we see the increased integration of user control and information through a new digital physical space. Users are beginning to be able to directly manipulate and interact with complex data and media through gesture and touch. These technologies, which are beginning to adopt standards and user experience guidelines, are creating unprecedented possibilities for the way we can interact with information.

2.3 Relative Gestural Intuition

Intuitive gestures are built from several gestural languages that we already know. Throughout the project, gestures are always categorized according to six origins of intuition (Figure 1). Responsive gestures respond to one's surroundings or environment. Examples of responsive gestures include squinting of the eyes when trying to see something in the distance, shading the eyes in the glare of the sun, or shivering when cold. Ergonomics influence all gestures because a gesture that does not correspond to the body's natural movements and range of motion is difficult to perform, and therefore will eventually become overwritten by a more comfortable gesture. Emblematic gestures represent words and figures of speech. Behavioral gestures are used to convey emotion when communicating with other people. Sequential gestures to control new technology refer to gestural languages of the most recent existing technology. For example, dragging and dropping a file into a folder using a mouse on a computer imitates the previous version of filing technology. Before the digital era, data storage consisted of physical files literally dropped into physical folders in a filing cabinet. Following this sequence, many touchscreen mobile devices use a drag gesture for the most basic commands. Finally, metaphoric gestures reference motions related to physical objects in the real world, often with no association to their modern digital adaptations (Figure 2). An example of a metaphoric gesture is shaking a mobile phone in order to exit running applications and return to the home screen (Figure 3). In the physical world, we shake a can of juice, a bag of popcorn, or even another person to return the object to a stable or restored state that is ready for the next task.

2.4 Precedents: Mobile and Media Interfaces

We are beginning to understand how people can control their environments through integrated touch- and gesture-based languages with software and hardware that were developed for mobile and media projects (Figure 4).

Some of the current themes continue to be based on a desire to create user-friendly, customizable,
The project hypothesis is that when interacting with physical instead of digital objects in an interactive space, users will even more overwhelmingly prefer metaphoric gestures. However, metaphoric gestures may not be appropriate in an architectural setting because of the lack of abstraction of reality in a physically interactive space. Though sequential gestures (based on existing touch-interface languages) will be popular among the user-generated gestures, they will be ineffective due to the absence of a physical input device. Users will prefer nonmetaphoric or responsive gestures that allow additional levels of interaction with the space. Finally, the project considers the possibility of preference for nonintuitive gestures that exhibit extreme physical movements as a response to the removal of a constraining physical interface device.

3.2 User Dependence on Knowledge of Component Assembly

Using literal/metaphoric gestures to interact with architectural components such as doors or windows would require a high level of gesture customization to match the physical acts of manipulating those objects, which are designed in many different ways. Doors can have hinges on any one of 12 edges. They can swing, pivot, slide, roll, or fold open or closed. Using a literal metaphoric vocabulary might mean creating a different gesture to manipulate each door configuration.

If users do not have a certain level of technical knowledge, they might not be able to understand how a component physically works, and thus will not be able to operate it even with a simple gesture. Besides, gestural control is meant to enhance an interactive environment, not burden its users. The ultimate purpose of a gesture is to send a signal. Whether this signal is to open, close, or rotate it is up to the programming of the computer in the background and the mechanics of the architecture to complete the given task—not the user.

3.3 Nondirectional Metaphoric Gestures

Even abstract metaphoric gestures are frequently directional and can thus be confusing. A flick to the left to always close any door does not make sense when the door closes in the opposite direction once you are on the other side of it. It is best to use nondirectional metaphorical gestures in the manipulation of interactive architecture to eliminate confusion among users who encounter various types of the same building component each day. An example of a nondirectional metaphorical gesture is: from a fist, pop up the pointer finger into the “number one” sign. This is metaphoric in that it represents an object popping open, like a jack-in-the-box. Since it is nondirectional and
3.4 Proposed Architectural Gestures

The architectural matrix lists the proposed gestures for interactive architecture applications (Figure 9). These include: system activation/sleep, "home" to exit out of a command, selection gestures, "option" command applicable to augmented reality applications, generic open/close, generic adjustable open/close, generic 3D rotate, and more specific responsive commands (environmentally intuitive).

4 Testing Phase

In addition to recording user-generated gestures, the proposed gestures will be researched in the test cell by teaching subjects the suggested language, then testing their ability to successfully perform the gesture and receive the intended reaction from several components.

In addition to defining a catalog of architectural gestures, the research is intended to further define the notion of "intuition" in relation to the creation of gestural languages. The project wishes to discover the most referenced categories of intuitive intuition among test subjects prompted to "invent" gestures for specific architectural tasks. In pursuit of defining a suggested catalog of gestures for manipulating interactive space, proposed gestures will be tested against user-generated gestures in the following areas: frequency of invention, learnability, memorability, performability, efficiency, and opportunity for error.

4.1 Test Cell Description

This project employs the use of a built prototype as a means to evaluate the gestures relative to architectural scale. As a means to explicitly understand gestural control relative to the physical architectural environment, a simple full-scale mock-up of a 8' x 12' space consisting of three walls and no ceiling is constructed to test gestures and kinetic motion (Figure 10). A hacked version of...
a Microsoft Kinect sensor is adapted to recognize specific gestures that will control several motorized actuators in the prototype to operate several types of windows, open and close a door, and control a sliding wall partition, among other scenarios. Within the wall are placed three motorized windows and a door that can each be controlled individually and that rotate or slide in different axes or directions.

The initial prototype is conceived to facilitate additional functionality both in terms of the kinetic disposition and the gestural capabilities that may include multi-hand and body movements with respect to adaptable architectural scenarios. The intent of this proposal is to design and evaluate the prototype as a strategic project aimed at understanding gestures that are useful to control motion in the physical environment. A further goal is to understand dynamic situational activities and explicitly understand the potential to build gestural control into systems that make up architectural space.

The technical objectives of the physical prototype are intentionally simple so that it can easily be further developed and applied to more complex architectural components or scenarios. The prototype explores the functionality of gesture recognition technology related to architecture in small to medium scales, as in a residential or commercial setting. Since physical interaction is being simulated, the metaphoric connection will be lost if the user performs the gestures too far away from the component to be controlled.

In the context of the test cell, subjects are asked to control the various architectural components via gestures alone (Figure 11). Movements and body positions are recorded and categorized, creating a taxonomy of user-generated “intuitive” gestures. Analysis reveals that intuitive gestures come from several different gestural languages that we already know. Transposing the user-generated gestures with a suggested gestural vocabulary based on technological precedents defines the product of this research: a catalog of intuitive gestures for remotely controlling dynamic space.

Common gestures will be documented, the software will be revised so that they become standardized, and the test will be run again. A catalog of successful gestures will then be documented according to the specific tasks. A summary of architectural scenarios for which the gestures may be applicable will also be documented.

In terms of simple gesture recognition, the Microsoft Kinect sensor will be used to track gestures of the test subjects. The sensor is an appropriate means of control that can serve to mimic actions in the real world, as opposed to pressing buttons. In addressing the performance parameters of the prototype, the concept will focus on several key strategies: 1) gestures, 2) physical movement, and 3) scale. A full list of operations will be fully explored in the first phase of this project but will be limited to the prototype space that contains three windows, a standard hinged door, and a sliding door.

Specific goals will be defined, including 1) individual device selection, 2) full or partial operation, and 3) opening or closing. Speed of motion will not be considered.

The final objective of the approach is to create an innovative design that is minimally functional, with the capability for evolving additional multifunctionality. Future applications may include motorized roller shades and/or a table that can slide out from the wall.

5 CONCLUSIONS

Interactive architectural environments and the gestural vocabulary they will require are an essential element in the transformation from interactive media interfaces to complete augmented or virtual reality (Figure 12). The manipulation of physical building components and physical space itself is more suited to physical manipulation by users than control via speech or device. In the path toward a more virtual or automated reality, we must not lose the ability to physically interact with our surroundings.

In the future it will be possible, if not commonplace, to embed architecture with interfaces that allow users to interact with their environments, and we believe that gestural language is the most powerful means of control through enabling real physical interactions. Advancements in multitouch hardware technology are significant to architecture because in many cases the gestures used to control an interface are the most similar to gestures that would be used to replicate these activities in real space with tangible objects.

This research points out the importance of body-space relationships with respect to our architectural environment. We conclude that the manipulation of physical building components and physical space itself is more suited to gestural physical manipulation by users than control via device, speech, cognition, or other. Gestural control is applicable to the following architectural systems: partition walls, skylights, doors, windows, lighting, and temperature. Responsive gestures as an input can easily evolve into biological sensory data, perhaps eliminating the need for a language in cases such as temperature and light control. However, gestures might always be useful for architectural components such as openings.

The main advantage to using building components as interfaces instead of devices is, of course, hands-free control. This would be most appropriate in settings where the user may find it too cumbersome to carry a handheld interface, or in any situation or environment that might be harmful to an electronic device. Gestural control of dynamic architectural space would be most beneficial in athletic, swimming, or spa facilities, and also in environments with extreme weather conditions.
This paper discusses the use of crowdsourcing as a new approach for architectural design acquisition. We will give an overview of the concept of crowdsourcing, and elaborate on its particular application in architecture via concrete projects executed on Arcbazar, a first-of-its-kind crowdsourcing platform for architectural design services. We argue that online crowdsourcing platforms can have an immense impact on smaller-scale design challenges, e.g., home remodeling projects and landscape and interior design challenges, and can potentially carry these often neglected projects into the architectural design sphere. In this paper we will discuss the methods and techniques of architectural crowdsourcing and illustrate the processes and outcomes through a series of projects: a remodeling project for a closet; an interior design challenge for a dining space; and a layout problem for an apartment complex. We will then evaluate the protocol and outcome of architectural crowdsourcing, and convey the professional and popular media response to this new method of architectural design acquisition.
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