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The integration of VR in the creative process has caused a profound shift in the
use of modeling tools and abstraction. How do instantaneous experiential
feedback, body awareness, the triggering of spatial sensations, and traveling in
real-time from an object-scale to a habitable-scale affect modeling in VR? This
research explores the tensions and exchanges between the physical and the digital
relative to spatial perception when designing in VR. The work produced by
participants involved in a digital design workshop developed around these topics
will be presented. In response to a written provocation, participants modeled
three-dimensional dreamscapes in VR using Oculus Medium. Participants
explored the connection between the body and its movements to measure, model,
and control phenomena when animating virtual scenes. This research contributes
to the teaching and implementation of modeling in a virtual environment by
exploring the inherent possibilities of VR in relation to the conceptualization of
spaces.
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INTRODUCTION AND BACKGROUND
Immersing a subject in a virtual environment has
beena fascination fordecades. Fromthefirst concept
developed at MIT in the 1960s, where researchers as-
pired to design a “window” to access another world
where people could behave realistically (Sutherland,
1965), to pivotal moments in the 1980s where mili-
tary and commercial flight simulations were accom-
plished, tomore recent developments of fully immer-
sive videogames exemplifiedby the consumer-ready
Oculus Rift and HTC Vive (Cipresso et al., 2018), ad-
vances in the field of virtual reality have moved into
the mainstream.

With the production of affordable graphics pro-

cessing units (GPU’s) and related accessibility of con-
sumer hardware and software for VR video games
over the past five years, the inclusion of VR as a
visualization tool has become more pervasive in
many disciplines including Architecture and Archi-
tecture, Engineering and Construction (AEC) educa-
tion (Horne and Hamza, 2006). This has highlighted
concerns over its conscientious implementation in
design teaching (Horne and Thomson, 2008) and
practice.

Within this context, it is worth acknowledging
the radical shift from manual representation tech-
niques, such as drawing and drafting as primary
modes of investigation of architectural concepts, to-
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wards the use of digital modeling, visualization, and
simulation. Orthographic drawings (plans and sec-
tions) offer abstract objective constructs of space,
and while these tools do not offer how a design
would react in relation to gravity, this is comple-
mented by the use of other tools such as physical
models. Similarly, ideas related to habitation and
phenomena are explored through the use of sub-
jective experiential perspective drawings. Although
each of these representation tools stands on its own
and each is used more appropriately depending on
theparticular aspect tobeexplored (objectiveor sub-
jective), they feed off of each other.

In contrast, in three-dimensional digital models,
there is a synchronous confluence ofmodes of repre-
sentation and points of view when exploring spatial
concepts, where it is possible to switch easily from a
planimetric to sectional views or perspectives with-
out generating each of them individually. In other
words, one of themain differences between architec-
tural tools used in the representation and conceptu-
alization of spaces is that established “paper-based”
modes do not offer the instantaneous workflows en-
abled by designing digitally (Oxman, 2008).

By adding immersivity, virtual reality technolo-
gies disrupt the architectural discipline insofar as
they redefine the way creative processes and de-
sign strategies (gestural, abstract, constructive) can
be taught and learned, but also how the design work
potentially becomes more efficient, how it is devel-
oped, and ultimately shared (Oxman, 2008). There-
fore, it is imperative to critically question the oppor-
tunities and shortcomings inherent in this revolu-
tionary technology for future teaching and practice.

Virtual reality presents significant challenges, as
well as opportunities because up to this point, it ap-
proximates but does not fullymatch reality. Themain
challenge is that within the virtual environment the
understanding of gravity and the physics of materi-
als is lacking. The kind of structural and tactile feed-
back typically gained from a traditional “chipboard
and wood” physical model does not occur.

Inhabiting, modeling, and visualizing propos-

als is a primary opportunity in VR because unlike
other traditional modes of architectural representa-
tion that workmore asynchronously, the designer re-
ceives experiential feedback in real-time; in VR, the
fourth dimension is integrated. It is not surprising
then, that much of the work that utilizes VR is aimed
at the visualization of architectural spaces. However,
there is a latent potential to integrate this capability
in theearly stagesofdesignproductionviamodeling.
Oneof themaingoals of this research is to investigate
the possibilities ofmodelingwhen spatial perception
is the main entry point in generating space.

Figure 1
Sketches and initial
text in response to
the prompt.

Dorta argues that the “mental workload” required to
combine traditional architectural drawings (plans, el-
evations, sections, even perspectives) into a cohe-
sive design, is potentially eased when using virtual
reality, allowing designers to participate in a more
fluid creative process (Dorta et al., 1998). However,
there are difficulties associatedwith this fluidity, such
as documenting the generative steps within the cre-
ative process and extracting abstract representations
that facilitatemeasuring and conversations revolving
around scale.

As designers, we are very familiarwith the notion
that different scales allow for different kinds of explo-
rations related to the creative process. Some scales
and viewpoints lend themselves to studying spatial
organizations, while others to examining tectonic re-
lationships. In VR, it is possible to make use of sev-
eral scales by expanding or reducing models in rela-
tion to thehuman scale. AVRmodel canbe inhabited
and instantly reduced to the scale of a handheld ob-
ject. Thus, another aspect exploredby this research is
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how the ability to go back and forth between scales
changes the way designers think about spaces and
their modeling, and how this workflow can be sup-
ported seamlessly.

Figure 2
Dreamscapes being
developed. Work
by: Orantes &
Siemssen, Sevinc &
Conner, Lalwani,
Simpson, &
Cinquigranno.

Another aspect to consider is thatwhenusingahead-
mounted display (HMD), stimuli from physical space
are muted, helping the user to be transported to an
alternate reality. However, evenwhen the body is not
seen in this environment and its connection to reality
is only througha rudimentary depictionof hands, the
awareness of the body continues. Therefore, in vir-
tual reality, the user’s head and arm movements be-
come themainmode of interactionwithin an immer-
sive scene, instead of being mediated by joysticks or
keyboard and mouse. The eye and head trackers in
the HMD, as well as the trackers in the manual con-
trols, locate the userwithin a set space and record the
user’s movements in real-time. This provides users
with instant environmental feedback that dramati-
cally raises the level of emotional investment anddis-
connects disturbances from the periphery of the out-
side world (Parsons & Rizzo, 2008; Price, Mehta, Tone
& Anderson, 2011).

Although virtual reality is a visually skewed
framework, there is the potential to evoke other
senses and explore the connection to bodily ex-
perience. The extent to which the senses can be
stimulated through VR is an ongoing research topic.
For example, the work developed by the University

of Washington HITLab in association with the Har-
borview Burn Center presents that pain could be al-
leviated in patients who have suffered burns by us-
ing VR simulation therapies that evoke icy environ-
ments, thus reducing the use of opioids (Hoffman et
al. al., 2019). In the same way, through VR, one can
trigger or confront eerie spatial sensations such as
agoraphobia, claustrophobia, and vertigo. Not sur-
prisingly, the medical industry is applying psycho-
logical therapies for people who experience phobias
such as flying phobia, agoraphobia, etc. (Botella et
al., 2017). Pleasant sensations associatedwith the ex-
perience of space are also possible through VR. For
example, in recent research, omnidirectional images
of environments such as forests are offered in immer-
sive experiences to reduce anxiety, promotemindful-
ness and relaxation (Seabrook et al., 2020), and the
use of colors and light to create the atmosphere for
a space might influence gestures and emotional re-
sponsesof VRusers (Stout, 2002). Additional research
goals were to investigate how the physicality of body
awareness and the triggering of spatial sensations in
real-time informs the way designers model through
VR, and how crafting the ambient color palette of a
VR scene affects the gestures and thusmodeling out-
comes.

This research presents the frictions and reciproc-
ities between the physical and the digital relative
to spatial perception when designing in VR. The re-
search questions informed the design of a workshop
where participants were asked to develop dream-
scapeswithin a virtual environment using the aware-
ness of their physical bodies and their spatial sensa-
tions as tools. The objective of the workshop was
to study how the research questions inform teaching
workflows related to creative processes. The results
of the workshop will be presented in this paper.

METHODS AND RESULTS
In response to a written provocation, participants
modeled three-dimensional dreamscapes using
Oculus Medium with Oculus Rift and Quest head-
mounted displays (HMD). Recognizing the oppor-
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Figure 3
Default Oculus
Medium interface,
3b-3e. Modified
atmospheric scenes
for dreamscapes by
Mesa & O’Keefe.

tunities that modeling in virtual reality offers, the
following sentences attempted to capture a hybrid
betweenwords that evokephysical, haptic, and ethe-
real concepts. Based on phrases like Cyber Spell,
Buoyant Time, Infinite Circus, Entangled Memory,
Opaque Space, to name a few, participants wrote
about them and sketched, thus building a narrative
(Figure 1). This narrative, although not completely
formed, guided the modeling of the dreamscapes as
participants perceived the space that they created in
real time (Figure 2).

Figure 4
Physical modeling
boundary and
Virtual modeling
boundary
comparison.

Achieving an evocative atmosphere for the vir-
tual scenewas important in creating the stage for the
dreamscape. Therefore, the participants were taught
to adjust settings to control the light, color, and “Fog”
in the space, to craft the ambient qualities of the
scene and model based on its perception. These
were obtained by exploring the “World” settings in

OculusMediumandchallenging thedefault interface
(Figure 3a). For example, the feeling of awe and tran-
quility were sought through the combination of cer-
tain colors (Figure 3c,3d,3e) or on the contrary, caus-
ing a disturbing andgroundless feelingwas achieved
within a space where glowing colors were used to
describe a three-dimensional coordinate system as if
inhabiting the planar ‘grid’ depicted in 1982’s TRON
(Figure 3b).

As mentioned before, when modeling virtually,
the HMDs help participants to access amental space,
where stimuli from the physical space are mitigated.
For our workshop, having a common reference be-
tween these spaces was key to establishing paral-
lels between the physical and the virtual. At the
same time, it was important that the virtual space
could be expanded along the z-axis to investigate
spatial sensations, such as vertigo or claustrophobia,
which were triggered in the design process. Partici-
pantsmodeled in an8’wx10’lx10’hphysical spacebut
were able to import spatial frameworks measuring
8’wx10l’x30’h (Figure 4). That is, the virtual and phys-
ical spaces coincided in plan but not in height. The
three-dimensional frameworks were predetermined
using Rhino and Grasshopper. These featured fields
of varying densities to offer a sense of spatial depth
(Figure 5a). These frameworks also fostered an un-
derstanding of the scale of their dreamscapes in re-
lation to their bodies and provided a reference for
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Figure 5
Three-dimensional
frameworks by
Mesa and Norcross.

measuring what was being modeled. Participants
were able to turn them off, move them up or down
and lock them in place to experience their sensations
fromvariousheights and feel spatial limitationswhen
modeling (Figure 5b).

At a certainpoint, participantswere asked to turn
off the imported3D frameworks and scale down their
three-dimensional dreamscape model, such that the
scene that they had inhabited a fewmoments before
could now fit in the palm of their virtual hands. They
were asked to continue modeling at this scale and
after a while, to enlarge the model to fit roughly in
their arms, to continue modeling, and then to return

to the original habitable size in order to experience
themodifications theyhadmadeat the various scales
(Figure 6).

As participants traveled back and forth between
these scales, they observed the differences in mod-
eling perspectives inherent to these scales. In our
conversations, they reflected on the commonalities
and distinctions between small-scale modeling af-
ter experiencing the scenes at a one-to-one scale. It
was also recognized how the crux of their projects
could still be identified even at various scales, akin to
observing a Zen garden and being transported to a
mountainous landscape.

Figure 6
Various size 3d
frameworks (a).
Traveling between
inhabitable (b) and
a hand-held object
scales (c). Work by
Taylor-Burto,
Henderson &
Loudon.
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Figure 7
VRmodels based on
body movements
and ranges. Work
by Mendez, Varas &
Valenti, Allen &
Moran, Holmes &
King.

Theworkshop exercises also aimed to encourage
participants to investigate the link between the body
and itsmovements bymodeling and controllingphe-
nomena, when animating the virtual scenes. In terms
of modeling, this connection was explored by using
their bodies, arms, and legs to measure space in rela-
tion to the 3d framework or by using their own body
center as an anchoring point. For example, while
stationary at a point relative to the physical model-
ing boundary, participants model in VR spaces that
reflected their own ranges of reach, thus experienc-
ing the types of intimate enclosures that thesemove-
ments defined and, in doing so, became more aware
of their own physical bodies (Figure 7). In another
example, they were asked to trace with their con-
trollers the silhouette of another participant’s body
while modeling with virtual clay, thus experiencing

a tactile sensation while visualizing the spatial effect
that this activity generated even if not physically see-
ing the other participant.

The awareness of their bodies inmotion became
more apparent when they were asked to produce
an experiential video as if they were choreograph-
ing a dream. By recording their view from inside the
HMD, they were able to map the experience of walk-
ing through their dreamscapes, but they were also
able to explore recording with a virtual camera held
in their virtual hands. These twoways of recording al-
lowed different movements and as such experiences
of the dreamscapes (Figure 8). For instance, some
developed a “shaky-cam” style, while others quickly
rolled their cameras through space like a camera on
a dolly and some used their hands to define sweep-
ing fly-thrus (Figure 9 & 10). Their videos and percep-

Figure 8
Image from video
of Buoyant Time
dreamscape. Work
by Mendez, Varas &
Valenti.
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Figure 9
Image from video of
dreamscape. Work
by Conner & Sevinc
and by Howard,
Guidry & Crane.

Figure 10
Image from video
of dreamscape.
Work by Mendez,
Varas & Valenti and
by Taylor-Burto,
Henderson &
Loudon.

Figure 11
Mementos of
Opaque Space (L)
and Entangled
Memories (R). Work
by: Conner & Sevinc
and by Lalwani,
Simpson &
Cinquigranno.
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Figure 12
Exhibition
armature.

tionwhilemodeling their sceneswereused tofinalize
their written narratives inspired by their initial hybrid
word pairings (EntangledMemory, Buoyant Time, Lu-
minous Romance, etc.).

Participants chose a portion of their virtual
dreamscapes to be fabricated using Formlabs 3D
printers. This artifact was meant to stand as a me-
mento to enable them to access their dreamscapes
through memory, thus connecting a physical object
with the experience of the virtual environment (Fig-
ure 11).

At the end of the workshop, an exhibition was
curated where an armature, a sort of cabinet of cu-
riosities, displayed the various artifacts that encapsu-
lated the dreamscapes (Figure 12). The cabinet held
the 3d printed mementos in front of an image of the
dreamscape accompanied by the written piece (Fig-
ure 13). Visitors had access to the experiential video
and the VR model, giving them a glimpse of the par-
ticipants’ creative process and journey back and forth
between scales, modes of representation, and inter-
dimensional narratives.

CONCLUSIONS
With the incorporation of VR into the creative pro-
cess, designers are experiencing a profound change
in the use of digital modeling tools and spatial ab-
straction. This reconfiguration in creative thinking is
due in part to the ability to inhabit and manipulate

virtual space in real-time. The research studied the
tensions and exchanges between the physical and
the digital whenusing VR in the design of spatial con-
cepts. Through the teaching of a workshop where
participants were asked to design a dreamscape us-
ing Oculus Medium, the research questions were in-
vestigated and a workflow for designers was devel-
oped for modeling and designing in VR. Recogniz-
ing the instantaneous experiential feedback granted
by immersing a subject in VR and how this feed-
back informs the modeling and design of spaces,
was central to the research. To that end, the cu-
ration and sequence of the workshop exercises in-
spired participants to explore the physical and spa-
tial sensations experienced in VR and to gradually
model their dreamscapes guided by their perception
of their virtual scenes as they unfolded. The work-
flow presented participants with the ability to tune
atmospheric qualities of space by adjusting the light,
color, and fog to construct the ambient stage for
their dreamscapes. In the panel discussion, partic-
ipants reported that inhabiting these atmospheres
elicited spatial sensations, emotional reactions, and
bodymovements, which in turn influenced their ges-
tures and the sculptural qualities of Medium’s vir-
tual clay. In relation to the exercises that were
designed to engage body awareness and explored
the link between the participants’ physical bodies
and modeling techniques, participants tended to
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construct intimate, personal cocoon-like enclosures,
since they mostly explored the movement afforded
by their dimensional ranges relative to a fixed ref-
erence. Some participants voiced that experiencing
this space was comforting, while for others it trig-
gered claustrophobic sensations, which they miti-
gated by eroding the enclosures to make themmore
spacious or invite light in. Participants reported that
the three-dimensional frameworks preloaded into
their VR scenes allowed them to better gauge spatial
depth, and gave them a scale reference to their bod-
ies. Some participants observed that these frame-
works proved helpful when measuring the models
and when they needed to reorient in the expansive
virtual space. Somevoiced that theoption to turn the
preloaded frameworks on and offwas useful because
at times they became either too grounding or visu-
ally distracting. The frameworks also allowed partic-
ipants to explore their models at various scales, go-
ing back and forth in real-time from the habitable
to the hand-held. At habitable scales, participants

tended to move more physically - walking to the ex-
tents of their real-world boundary and using the ex-
tents of their bodies to model. Materiality was typi-
cally added and phenomena adjusted when experi-
encing the space at one-to-one scale. This became
especially apparent when producing ”in-model” ex-
periential videos of their dreamscapes. In contrast,
at the handheld scale, participants were more aware
of the relationship between size of spaces relative to
one another, sectional levels, repetition of elements,
and the geometric order of a particular design. It
was also observed that even at different scales the
essence of a space remained discernable, reinforcing
the dialogue between scale, perception of space and
phenomena, and design decisions. Participants ap-
peared to choose their tools depending on the na-
ture of their assigned prompt. For instance, in mod-
eling ”EntangledMemory”Medium’s ready-madefig-
urative ”stamps” (arms, hands, skulls, antlers, etc.)
were chosen to produce a three-dimensional ”kit-
bashed” collage. Alternatively, in modeling ”Opaque

Figure 13
Images, narrative,
and memento from
the students’
dreamscapes.
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Space”, participants chose generic brushes and pla-
tonic solids (cubes, spheres, cones) and used addi-
tive and subtractive processes to build geometric ab-
stractions to define a dense space. It is worth high-
lighting that when using figurative stamps, an inher-
ent scalewas associatedwith the recognizable object
helpingparticipants orient spatially andproviding an
initial scale (a sort of datum) which was not as easy
to discern when using abstract solids, even if in both
cases license was given to change the object sizes.
The synchronicity between modes of modeling and
experience was challenged when participants were
asked toproduce aphysical artifact from their dream-
scapes. When preparing the 3d models for 3d print-
ing, participants addressed physical aspects of their
designs unaccounted for in VR. Participants had to
choose aportion anddetermine the scale and level of
detail of their dreamscapes that embodied the essen-
tial qualities of their virtual experience once outside
of it, and adjust modeling if necessary for 3d print-
ability as some designs depended on zero gravity.
The spatial narrativewas enrichedat every stepof the
offered workflow. Transporting mentally between
various scales while engaging in the physical and
spatial sensations inherent in VR. Through the visu-
ally complex, fourth-dimensional dynamic environ-
ment, participants generated spatial concepts that
emerged from the journey between dimensions.
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